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Abstract Characterizing multibody interac-
tions of hydrophobic, polar, and ionizable residues
in protein is important for understanding the stabil-
ity of protein structures. We introduce a geometric
model for quantifying 3-body interactions in native
proteins. With this model, empirical propensity val-
ues for many types of 3-body interactions can be
reliably estimated from a database of native protein
structures, despite the overwhelming presence of
pairwise contacts. In addition, we define a nonaddi-
tive coefficient that characterizes cooperativity and
anticooperativity of residue interactions in native
proteins by measuring the deviation of 3-body inter-
actions from 3 independent pairwise interactions. It
compares the 3-body propensity value from what
would be expected if only pairwise interactions
were considered, and highlights the distinction of
propensity and cooperativity of 3-body interaction.
Based on the geometric model, and what can be
inferred from statistical analysis of such a model,
we find that hydrophobic interactions and hydrogen-
bonding interactions make nonadditive contribu-
tions to protein stability, but the nonadditive na-
ture depends on whether such interactions are
located in the protein interior or on the protein
surface. When located in the interior, many hydro-
phobic interactions such as those involving alkyl
residues are anticooperative. Salt-bridge and regu-
lar hydrogen-bonding interactions, such as those
involving ionizable residues and polar residues, are
cooperative. When located on the protein surface,
these salt-bridge and regular hydrogen-bonding in-
teractions are anticooperative, and hydrophobic
interactions involving alkyl residues become cooper-
ative. We show with examples that incorporating
3-body interactions improves discrimination of pro-
tein native structures against decoy conformations.
In addition, analysis of cooperative 3-body interac-
tion may reveal spatial motifs that can suggest
specific protein functions. Proteins 2005;60:46–65.
© 2005 Wiley-Liss, Inc.
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INTRODUCTION

Interactions stabilizing proteins are often modeled by
pairwise contacts at the atom or residue level.1–3 To reflect

the physicochemical nature of protein stabilizing forces,
empirical potentials based on statistics of pairwise interac-
tions have found wide use in studying protein folding, in
structure prediction, and in sequence design.1,4–8 An
assumption associated with this approach is the additivity
of pairwise interactions, namely, that the total energy or
fitness score of a protein is the linear sum of all of its
pairwise interactions.

The inadequacy of considering only pairwise interac-
tions is widely recognized9: Pairwise interactions cannot
explain 2-state kinetics of protein folding10,11; the nonaddi-
tivity effects have been clearly demonstrated in cluster
formation of hydrophobic methane molecules,11–14 and
protein structure refinement likely will require higher
order interactions.3 Recognizing the necessity of including
higher order interactions, 3-body contacts have been intro-
duced in several studies,15–18 where physical models explic-
itly incorporating 3-body interactions are developed. In
addition, several studies of Delaunay 4-body interactions
clearly showed the importance of including higher order
interactions in explaining the observed frequency distribu-
tion of residue contacts, and in protein fold recogni-
tion.19–24

However, the overall characteristics of 3-body interac-
tions in proteins remain poorly understood. For example, a
simple system of 3 methanes has been the focus of exten-
sive studies,11–14 but no consensus has yet emerged from
these studies on the cooperative or anticooperative nature
of hydrophobic 3-body interactions. Polar interactions are
also of great importance for protein stability and protein
function.25–31 The cooperative nature of polar interactions
is also not well understood.

The lack of understanding of higher order interactions is
due to several technical bottlenecks: It is difficult to
develop a precise physical model at an atomic level for
higher order interactions in proteins that can be easily
computed. A simple method using distance cutoff would
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include many noncontacting 3-bodies with no physical
interactions,7,32 thus making it difficult to isolate the lone
effects of 3-body interactions. Studies based on the distri-
bution of Delaunay tetrahedra of C� atoms do not model
physical atomic contact but rely on the cutoff threshold of
length measure of tetrahedra, which depends on residue
distances between C� atoms. It is challenging to detect
robustly the subtle effects of higher order interactions
amid much more common pairwise interactions.

In this study, we introduce a simple geometric model for
3-body interactions and focus on interactions defined by
volume overlaps. Our approach is a knowledge-based
bioinformatics approach. Although it is different from a
physics-based approach derived from first principles, the
results obtained are expected to be applicable in bioinfor-
matics applications where empirical statistical potential
functions play important roles. These include fold recogni-
tion,7,33,34 protein design,35–37 modulating protein–pro-
tein interactions,38 and ab initio structure prediction.39 As
examples, preliminary results using 3-body potential in
improving discrimination of native proteins from decoys
and in discovery of spatial motifs of proteins will be shown
later in this work. In our model, higher order interactions
are defined not based on distance cutoffs, but based on the
topological structure of the protein.40,41 Atoms have to be
in physical nearest neighboring contact and must have
volume overlap. Technically, pairwise contact occurs in
this case if 2 atoms from nonbonded residues share a
Voronoi edge, and this edge is at least partially contained
in the body of the 2 atoms.7 Three-body contact with
volume overlap occurs if 3 atoms from Nonbonded residues
share a Voronoi vertex, and this vertex is contained in the
body of the 3 atoms. We calculate empirical statistical
propensities of 3-body interaction for all 1540 possible
3-body contacts in the protein interior and on the protein
surface, along with the 95% confidence intervals of these
estimated parameters.7 A nonadditivity coefficient for
each type of 3-body interaction is also introduced and
computed. This coefficient represents the deviation of
3-body interaction from linear sum of pairwise interac-
tions. It compares the 3-body propensity value from what
would be expected if only pairwise interactions were
considered, and highlights the distinction of propensity
and cooperativity of 3-body interaction. Three-body cooper-
ativity studied here is different from the kinetic cooperativ-
ity studied in the folding of 2-state proteins, as discussed
in Shimizu and Chan.11

Our results indicate that there are many favorable
3-body interactions with high-propensity values; that is,
these 3 residues have a stronger tendency to have 3-body
interactions than would be expected by random chance.
However, some of these favorable 3-body interactions are
anticooperative. These residues already have favorable
pairwise interactions. Although they have overall favor-
able propensity for 3-body interactions, their propensity
values may be significantly less than what would be
expected if only favorable propensity for pairwise interac-
tions were summed up and there were no additional
3-body effects.

We also find that there are many unfavorable 3-body
interactions. These are cases where three residues have a
lower tendency to have 3-body interactions than would be
expected by random chance. However, some of these
unfavorable 3-body interactions are positively cooperative.
These residues have unfavorable pairwise interactions.
Although they have overall unfavorable propensity for
3-body interactions, their propensity values for interaction
may be significantly better than what would be expected if
only unfavorable propensity for pairwise interactions were
summed up and there were no additional 3-body effects.

Anticooperative but favorable 3-body interactions and
cooperative but unfavorable 3-body interactions are ex-
amples of nonadditive effects in higher order interactions
of amino acid residues. We find that such nonadditive
effects depend on the geometric location of the 3-body
interactions. For example, hydrophobic 3-body interac-
tions are favorable both on the protein surface and in the
protein interior. However, those located in the interior are
often anticooperative, and those on surface, are coopera-
tive. Another example is the hydrogen bond between N
and O atoms, which contributes to cooperativity in the
protein interior but to anticooperativity on the protein
surface.

We organize this article as follows: We first discuss
results of propensities and nonadditivity coefficients for
interior and surface 3-body interactions. Next we show
that a model empirical potential function incorporating
3-body interactions can improve the discrimination of
native structure against benchmark decoy structures. We
then highlight a cooperative spatial motif formed by
3-body interactions, and conclude with remarks and discus-
sion. Details of the model and calculation of propensities
and nonadditivity coefficients for 3-body interactions are
presented in the next section.

MODEL AND METHODS
Alpha Contacts From Dual Simplicial Complex

Figure 1(a) shows a 2-dimensional (2D) molecule formed
by a collection of disks of uniform size. Each Voronoi cell is
defined by its boundaries, shown as broken lines. Every
Voronoi edge is a perpendicular bisector of the line be-
tween 2 atom centers. Each Voronoi cell contains 1 atom,

Fig. 1. Geometric constructs of a simple 2D molecule. (a) The
molecule is formed by disks of uniform size. The dashed lines represent
the Voronoi diagram, where each region contains one atom. (b) The
Delaunay triangulation of the molecule. (c) The � shape of the 2D
molecule is a subset of the Delaunay triangulation. It is contained within
the molecule and reflects the topological and metric properties of the
molecule.
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and every point inside a Voronoi cell is closer to this atom
than to any other atom. Three connected Voronoi Edges
meet at a Voronoi vertex. Another geometric construct, the
Delaunay triangulation [Fig. 1(b)] is mathematically dual
to the Voronoi diagram and can be explained by the
following procedure: For each Voronoi edge, connect the
corresponding 2 atom centers with a line segment, and for
each Voronoi vertex, place a triangle spanning the 3 atom
centers of the 3 Voronoi cells. Completing this for all
Voronoi edges and Voronoi vertices gives a collection of
line segments and triangles. Together with the vertices
representing atom centers, they form the “Delaunay com-
plex,” which is the underlying structure of Delaunay
triangulation.

Now we remove any Delaunay edge (or line segments)
where the corresponding Voronoi edge of the 2 atoms does
not intersect with the molecule [Fig. 1(c)]. When 2 atoms
are spatially very close, the disks representing the 2 atoms
intersect, and these 2 atoms have nonzero, 2-body volume
overlap. When 3 atoms are spatially very close, they
intersect and have nonzero, 3-body volume overlap. We
further remove all Delaunay triangles where the corre-
sponding Voronoi vertex of the 3 atoms is not contained
within the molecule. The subset of the Delaunay complex
formed by the remaining triangles, edges, and vertices
(atom centers) is called the dual simplicial complex, or the
� complex. We are interested in identifying only contacting
atoms that are spatial nearest neighbors.

We define 3-body interactions based on the nearest
neighbor spatial relationship of atoms. In Figure 2, where
a 2D molecule is shown, 2 neighboring atoms share a
Voronoi edge, and 3 neighboring atoms share a Voronoi
vertex. Three-body interactions therefore can be identified
by examining the corresponding Voronoi vertices. How-
ever, atoms sharing a Voronoi vertex may still be distantly
located and have no physical contact interactions (Fig. 2,
atoms A, B, and C, and Voronoi vertex v). Atoms with
volume overlap can be identified as those whose shared
Voronoi vertices are contained within the body of the 3
atoms. Atom triplets satisfying this criterion are guaran-
teed to have physical contact interactions. Mathemati-
cally, 3-body contacts can be mapped from the 2-simplices
�2 (or triangles) in the dual simplicial complex (or the �
shape) of the protein structure.42 We call these 3-body �
contacts. Similarly, we define 2-body � contact as atom
pairs whose Voronoi edge is partially contained within the
body of the 2 atoms. Atom pairs satisfying this criterion
are guaranteed to have physical contact interactions with
volume overlaps. These can be mapped from the 1-sim-
plices �1s (or edges) in the simplicial complex of the
protein. In 3D space, Voronoi vertices corresponding to 3
atom contacts become Voronoi edges. See Edelsbrunner
and coworkers40–43 for more details of the � shape theory.

The geometric model for the 3-body interactions is based
on the same underlying shape models for molecules,
namely, the union of ball model, which was first proposed
by Lee and Richards.44 It is the dominant shape model
that is currently used in all studies of protein structures.
This shape model assumes that each atom takes the shape

of a ball, which may be assigned a specific radius (e.g., van
der Waals radius). The body of the molecule takes the
shape of the union of these atom balls, where spatially
neighboring atom balls may intersect with each other.
Another widely used surface model, namely, Connolly’s
surface, is combinatorially equivalent to this model.41,42

We believe that the usual assumption that protein takes
the shape of the union of balls is quite realistic and is the
only workable model available. Under this assumption,
our model for 3-body interactions is an exact account of
common intersections involving 3 balls for a molecule of
arbitrary shape. Unlike heuristics, such as grid-based
approaches, there is no approximation involved in our
3-body calculations, because they are all computed from
analytical formulae.

Using the � shape application program interface kindly
provided by Edelsbrunner and colleagues, a program
INTERFACE3, has been implemented to compute atomic
triplets. INTERFACE3 uses precomputed Delaunay trian-
gulation and � shape. The Delaunay triangulation of the
proteins is computed using the DELCX program,40,45 and
the � shape is computed using the MKALF program.40,46

Both can be downloaded from the website of NCSA (http://
biogeometry.cs.duke.edu/). The van der Waals radii of
protein atoms are taken from Tsai et al.47 To account for
uncertainty in the precision of atomic coordinates, the van
der Waals radii are incremented by 0.5 Å, following Singh

Fig. 2. Geometric model for 3-body interactions. The Voronoi diagram
of a 2D simple molecule is shown by the dashed line, and the � shape
(represented by solid line segments and triangle) of this molecule is also
shown. Voronoi cells of atoms A, B, and C meet at Voronoi vertex v. The
latter is an indicator that these atoms are spatial nearest neighbors.
However, these atoms have no physical contact interactions (i.e., there is
no volume overlap). Correspondingly, the Voronoi vertex v is not con-
tained within the body of the 3 atoms, A, B, and C. Another Voronoi vertex
w is formed by Voronoi cells of atoms D, E, and F. Unlike Voronoi vertex v,
w is contained within the body of the union of atoms D, E, and F, which are
in physical contact and have volume overlap. Note that the dual 2-simplex
(triangle) spanning the atom centers of D, E, and F is part of the � shape of
this molecule.
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and Thornton.48 Larger increments (e.g., 1 Å) introduce
spurious triplets of amino acid residues that are not
packed tightly.

Probabilistic Model for 2-Body and 3-Body �
Contact Propensities

The development of pairwise � contact propensities has
been reported before.7 Briefly, pairwise contact propensity
P(i,j) for residue of type i interacting with residue of type j
is modeled as the odds ratio of the observed probability
q(i,j) of a pairwise � contact involving both residue i and j,
and the expected probability p(i,j) from a null model:

P�i,j� �
q(i,j)
p(i,j). (1)

We pool together the observed contacts from different
proteins in the entire database. Details of the null model
and the computation of p(i,j), and q(i,j) can be found in Li et
al.7 and Adamian and Liang.49

We use the same strategy to compute 3-body � contact
propensities, which were described previously in the devel-
opment of 3-body � contact potential for interhelical
interactions of membrane protein.32 The 3-body propen-
sity P(i,j,k) for residues of type i, j, and k is modeled as the
odds ratio of the observed probability q(i,j,k) of a 3-body
(triple) atomic � contact involving residue i, j, and k, and
the expected probability p(i, j, k):

P(i,j,k) �
q(i,j,k)
p(i,j,k). (2)

To compute the observed probability q(i,j,k), we have:

q�i,j,k� �
a�i,j,k�

�¥i�,j�,k�, a�i�, j�,k��

where a(i,j,k) is the number count of atomic contacts
among residue types i, j, and k, and �i�, j�, k� a(i�, j�, k�) is the
total number of all-atomic 3-body contacts. We exclude
3-body contacts from 3 residues if 2 of them are sequence
neighbors.

The observed probability q(i,j,k) is then compared against
the random probability p(i,j,k) that 3 atoms are picked
from a residue of type i, a residue of type j, and a residue of
type k, when chosen randomly and independently from the
pooled database.49 This is similar to the reference state of
composition-independent scale discussed in Skolnick et
al.50 When all 3 interacting residues are of different types
(e.g., i j k), we have

p�i,j,k� � NiNjNk

� � ninjnk

n�n � ni��n � ni � nj�
�

ninjnk

n�n � ni��n � ni � nk�

�
ninjnk

n�n � nj��n � nj � ni�
�

ninjnk

n�n � nj��n � nj � nk�

�
ninjnk

n�n � nk��n � nk � ni�
�

ninjnk

n�n � nk��n � nk � nj�
� ,

where Ni is the number of interacting residues of type i, ni

is the number of atoms the residue of type i has, and n is
the total number of interacting atoms.

When 2 of the 3 interacting residues are of the same type
(i.e., i � j 	 k), we have

p�i,j,k� � Ni�Ni � 1�Nk � � ninink

n�n � ni��n � 2ni�

�
ninink

n�n � ni��n � ni � nk�
�

ninink

n�n � nk��n � nk � ni�
� .

When all 3 residues are of the same type (i.e., i � j � k), we
have

p�i,j,k� � Ni�Ni � 1��Ni � 2� �
ninini

n�n � ni��n � 2ni�

Nonadditivity Coefficient v of 3-Body Interaction

If 3-body interaction is a simple consequence of 3
independent pairwise contact interactions, the propensity
P�(i,j,k) for such interaction would be

P��i,j,k� � P�i,j� � P�j,k� � P�i,k�. (3)

In order to investigate the cooperative and anticooperative
effects of 3-body interactions, we define the following
nonadditive coefficient v of 3-body interactions:

v�i,j,k� �
P�i,j,k�

P��i,j,k�
. (4)

This is similar to the definition used in Shimizu and
Chan.13 There are 3 possibilities: (1) v 
 1: Interaction of a
triplet type is additive in nature and can be well approxi-
mated by the sum of 3 pairwise interactions; (2) v � 1:
3-body interactions are cooperative and their association is
more favorable than 3 independent pairwise interactions;
(3) v � 1: 3-body interactions are anticooperative.

Empirical Potential Incorporating Higher Order
Interaction

We develop the empirical potential of higher order
interactions based on a geometric model. Our model is
analogous to the work of Hummer51 in terms of the use of
inclusion–exclusion formula. The difference is that we are
interested in the geometric properties of the molecules,
whereas Hummer studies the free energy of molecular
hydration, and we use a much simpler inclusion–exclusion
formula. Hummer’s method was developed to study atomic
solvation of molecules. Because any fractional exposure of
constituent groups of proteins to water cannot be accu-
rately captured by statistical potentials derived solely
from known folded protein structures, our knowledge-
based method is not expected to be accurate at atomistic
details in addressing questions related to protein solva-
tion. For ease of understanding, we describe Hummer’s
model first. A molecule M is modeled as a set of n fused
hard balls B � {b1, . . ., bn}, and it creates a cavity
corresponding to the union of the excluded volumes
vol � �

i�1
n bi). The free energy E(M) of the hydration of the n

balls forming this cavity is modeled as51
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E�M� � w � vol� �
i�1

n

bi�,

where w is a coefficient constant.
This is different from the simple volume summation of

individual balls, because the latter neglects all volume
overlaps. For molecules with chemical bonds, straightfor-
ward expansion of potential of mean force for E(M) is
inaccurate without explicit consideration of pair and
higher order volume overlaps.51 We can explicitly cor-
rect this by expanding the free energy associated with
volume overlaps. Following the inclusion–exclusion prin-
ciple, the corrected solvation energy E(M) can be written
as

E�M� � w � � �
i

vol(bi) � �
i,j

vol(bi � bj)

� �
i,j,k

vol (bi � bj � bk)

� �
i,j,k,l

vol (bi � bj � bk � bl) � . . .�
� w � �

vol(�T) � 0
T�B

� � 1�dim�T�1vol(�T),

where vol (bi � bj, . . . represents volume overlap of various
degree, T � B is a subset of balls with nonzero volume
overlap: vol(�T) � 0.

In principle, there can be very high degrees of overlap,
and simulation studies showed that the volume overlap
can go up to 7– 8.52,53 However, if a special expansion is
used, the exact volume of the molecule can be obtained
using terms with 4° at most in 3D space.42 This requires
that the 2-body, 3-body, and 4-body terms enter the
formula if, and only if, the corresponding edge �ij

connecting the 2 balls (1-simplex), triangles �ijk span-
ning the 3 balls (2-simplex), and tetrahedron �ijk cor-
nered on the 4 balls (3- simplex) all exist in the dual
simplicial complex � or the � shape of the mole-
cule.41,42,54 Atoms represented by these atoms will all
have volume overlaps. In this case, we have the exact
expansion:

E�M� � w � � �
�i��

vol(bi) � �
�ijk��

vol(bi � bj)

� �
�ijk��

vol �bi � bj � bk� � �
�ijkl��

vol�bi � bj � bk � bl�.

We now generalize to account for different types of
contact interactions. Allowing the n hard balls to be of
different physicochemical types, we empirically introduce
weight coefficients wi, wij, wijk, and wijkl that are specific
for each of the types of interaction:

E�M� � �
�i��

wi � f�bi� � �
�ij�

�wij � f�bi � bj� � �
�ijk��

wijk � f�bi � bj � bk�

� �
�ijkl��

wijkl � f�bi � bj � bk � bl�,

where f( � ) is now a function that generalizes the volume
measurement of the overlap. In the simplest form, f( � ) can
be a simple identity function I( � ) for the number count of
various types of contact interactions.4,5

When considering only 1-body terms, we have E(M) � �i

�i � f (bi), where f(bi) can be the solvent accessible surface
area measurement, and wi can be the solvation parameter
for residue type i. This is the commonly used solvation
model based on surface area.55 When incorporating also
the 2-body term, we have E(M) � ��i

wi � f(bi)  ��ij�� wij) �
f(bi � bj). If f(bi � bj) is chosen to be the number count of
pairwise contacts, the model is similar to the grand
canonical model developed in Sun et al.56

An alternative choice is to remove 1-body terms and use
only 2-body terms but weight them with pairwise statisti-
cal contact potential derived from protein database.4,5 In
this study, we can empirically take wij as the statistical
pairwise � contact potential, defined as wij � ln P(i,j) in kT
unit for residue i and j7: E(M) �  ��ij�� wij � f(bi � bj).
The contribution from solvation in this case is encoded
implicitly, because buried residue will have more pairwise
contacts. When adding the 3-body term, we follow the
formulation based on the inclusion–exclusion principle
and have

E�M� � � �
�ij��

wij � f�bi � bj�

� �
�ijk��

wijk � f�bi � bj � bj � bk�.

The 3-body � contact potential wijk in kT unit for residue i,
j, and k is empirically taken as the nonadditive term: wijk

�  ln �(i,j,k). Because the 2-body term is already included
explicitly, it is inappropriate to take ln P(i,j,k) as wijk, since
we would be overcounting. In all cases, we use simple
number count of simplices [i.e., we use identity function
I(�) as f ( � )

E�M� � � �
�ij��

wij � � I(�ij)� �
�ijk��

wijk � I(�ijk)

�  �
�ij��

ln P�i,j� � �
�ijk��

ln �(i,j,k). (5)

Our focus here is the 3-body term ��ijk
�� ln v(i,j,k). A

further expansion can include 4-body body terms  ��ijkl
��

wijkl � I(�ijkl), where wijkl is defined as wijkl � ln[P(i,j,k,l)/
P(i,j,k) � P(i,j,l) � P(i,k,l) � P(j,k,l)]. We neglect 4-body
contacts in this study.

Database Selection

In this study, we use protein structures from the
PDBSELECT database obtained from http://www.cmbi.kun.nl/
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swift/pdbsel.57 PDBSELECT contains 1045 proteins selected
from the Protein Data Bank (PDB). The sequence identity
between any pair of proteins in this set of PDBSELECT data
is smaller than 25%. We only include 3-body interactions
from residues that are not contiguous in primary se-
quence. All 1540 possible 3-body � contacts occur in the
PDBSELECT data set, with an average occurrence of 1200.
Residues with the corresponding confidence intervals are
also listed. The number count of triplets corresponding to
different groups of residue (with the corresponding confi-
dence intervals) are listed in Table I.

Confidence Intervals

Because the sample size of 1045 proteins in PDBSELECT is
limited for assessing a large number of parameters for
higher order interactions, statistical modeling with approxi-

mations may be prone to errors. It is therefore essential to
assess reliability of estimated parameters for 3-body inter-
actions. Here we use bootstrap technique to calculate
confidence intervals of estimated 3-body propensity values
and nonadditivity coefficients at 95% level from simulated
data sets (Fig. 3).58,59 We generate 1,000 � 50 nested
bootstrapped samples for calculating confident interval,
which takes about 45 min on a Pentium III (866 MH).
Details of bootstrap calculation can be found in Li et al.,7

Adamian et al.,32 and Stitziel et al.60

RESULTS
3-Body Contact Propensities

The distribution of the overall estimated 1540 3-body �
contact propensities is shown in Figure 4(a), and their
values are listed in the Supplementary Material. The
majority of these triplet contacts have a propensity close to
1.0. Of the triplet contacts, 111 types (7.2%) have propen-
sity � 2.0 and are strongly favorable. Eighty-one types of
triplet contacts have propensity � 0.5 and are unfavor-
able. Among the favorable contacts, triplets containing
C-C (Cys-Cys) contacts have the highest propensity (e.g.,
14.6 for the CCG triplet) because of the tendency to form
disulfide-bonds between Cys residues.

To facilitate interpretation and discussion, we use a
reduced alphabet set to summarize the results of the
propensities of the remaining 1520 � 1540  20 triplet
contacts that do not contain C-C residues. This alphabet
has 5 residue types: ionizable residues � {(R, K), (E,D)};
polar residues � {H, D, N, S, T, C,}; small residues � {G, A,
P}; alkyl residues � {V, I, L, M}; and aromatic residues �
{F, Y, W}. The use of a reduced alphabet is justified by a
well-known fact that the natural alphabet of 20 amino acid
residues has a large degree of built-in redundancy.61–64 A
standard test set of decoy conformations of proteins can
also be detected using empirical pair potential based on
reduced alphabets with 9 residue types.7 Table I lists a
summary of the 3-body contact propensities using this
reduced alphabet. These triplet types are identified with

TABEL I. Propensity Values for 3-Body � Contact
Interactions

Interaction Composition

95%
Confidence

interval
Average

propensity Na

3 � same charged 0.05–0.45 0.21 124
2 � same charged � alkyl 0.16–0.47 0.29 1388
2 � same charged �

aromatic
0.19–0.54 0.34 1094

2 � same charged � polar 0.27–0.82 0.52 962
2 � same charged � small 0.27–0.81 0.51 1447
2 � aromatic � ionizable 0.32–0.77 0.52 2538
Ionizable � alkyl � aromatic 0.35–0.72 0.52 7962
Ionizable � polar � alkyl 0.36–0.81 0.57 5790
2 � alkyl � ionizable 0.40–0.81 0.59 6218
2 � polar � aromatic 0.42–1.14 0.75 1829
Polar � alkyl � aromatic 0.42–0.92 0.65 5435
2 � aromatic � polar 0.43–1.06 0.72 1915
3 � aromatic 0.44–1.07 0.73 960
Ionizable � polar � aromatic 0.44–1.00 0.69 5109
Ionizable � small �

aromatic
0.45–1.00 0.70 7062

Ionizable � small � alkyl 0.46–1.03 0.72 11,467

2 � small � aromatic 0.90–2.02 1.41 5365
2 � opposite charged � polar 1.00–1.78 1.36 2395
2 � small � polar 1.05–2.58 1.74 5635
2 � opposite charged �

small
1.06–1.86 1.44 5739

2 � small � alkyl 1.15–2.39 1.72 11,901
2 � alkyl � aromatic 1.16–1.88 1.50 11,446
3 � opposite chargedb 1.17–1.98 1.55 3319
2 � alkyl � small 1.30–2.52 1.86 17,420
3 � alkyl 1.59–2.30 1.93 14,183
3 � small 1.80–4.15 2.88 4639

Here a reduced alphabet set is used, and the average propensity
values of the triplet types that can be represented by the same reduced
triplet type are listed. Triplets formed by like-charged ionizable
residues are listed as “same charged”; triplets formed by at least two
opposite charged residues are listed as “opposite charged.” Only
3-body interactions with both ends of bootstrap 95% confidence
intervals for propensity � 1.1 or � 0.9 are listed.
aN: number of triplets corresponding to different group of residues,
along with the corresponding confidence intervals.
b“3 � opposite charged”: triplet types consist of 2 opposite-charged
residues and another ionizable residue (e.g., EEK, DER).

Fig. 3. Distribution of 1000 bootstrapped 3-body � contact propensity
values of triplet LMV. Two dashed lines indicate the 95% confidence
interval. The solid line represents the estimated 3-body � contact
propensity value.
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the additional criterion that both ends of the 95% confi-
dence intervals are either � 0.9 for favorable triplets, or �
1.1 for unfavorable triplets.

Favorable 3-body contacts are often from triplets contain-
ing ionizable residues with opposite charges (e.g., DRS,
DRY, DRH), triplets with hydrophobic residues, and trip-
lets with small-size residues (e.g., AAA, GGG, AGG, AAM).

Unfavorable 3-body � contacts are mostly composed of at
least 2 ionizable residues of the same charge (e.g., KKK,
EEE, KKM, and DDL), or mixture of hydrophobic residue
and ionizable residue (e.g., EFV, RIF).

An important structural property of a residue is whether
it is exposed to solvent. Residues located on the protein
surface have large solvent-accessible surface (SAS) area,

Fig. 5. Distribution of estimated propensity values and nonadditivity coefficients of 1540 types of 3-body
interactions. (a) Propensity values for triplets located on the protein surface. (b) Propensity values for triplets
located in the protein interior. (c) Nonadditivity coefficient values for triplets located on the protein surface. (d)
Nonadditivity coefficient values for triplets located in the protein interior.

Fig. 4. Distribution of estimated overall propensity values and nonadditivity coefficients of 1540 types of
3-body interactions. (a) Propensity values for triplets from the whole protein regardless of geometric location.
(b) Nonadditivity coefficient values for triplets from the whole protein regardless of geometric location. (c)
Scatter-plot of overall propensity values versus overall nonadditivity values. No correlation is observed.
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and buried residues have small SAS area. To understand
whether solvent accessibility affects propensity of 3-body
interactions, we classify 3-body contact interactions into
the 2 groups of “interior buried contacts” and “exterior
surface contacts.” We consider a 3-body contact as “inte-
rior” if all 3 residues are buried; otherwise, a 3-body
contact is considered to be located on the “surface.” A
residue is buried if its SAS area is less than 15% of its total
surface area in the model of a tripeptide Gly-X-Gly.65

Using this threshold, the total 3-body contacts in the data
set are divided into interior and exterior contacts with
about equal frequency. This is similar to the approach of
Simons et al.6 where pairwise surface and interior poten-
tials are developed.

The distribution of the estimated 1540 3-body contact
propensities in the protein interior and on the protein
surface are shown in Figure 5(a) and Figure 5(b), respec-
tively. Their values are listed in the Supplementary Mate-
rial. For the triplet types of CHH and those containing
residues AA(AA–{A,K,Q,D,E}), the propensities of them on
the protein surface are about 1.0 unit higher than the
same triplet types in the protein interior. Conversely, for
the triplet types of KPP and those containing salt bridges
(DDK, RRE, and REK), or abundant hydrogen bonds
(GHS, NDS, HHH), or G-G (GG-{G,M,S}), the propensities
of them in the protein interior are �2.0 units higher than
the same triplet types on the protein surface.

Anticooperative and Cooperative Three-Body
Interactions: Interior and Surface of Protein

It is important to distinguish between the concepts of
propensity and cooperativity. Three residues may have
strong propensity for interactions, but this can be a simple
consequence of the high propensity of 3 independent
pairwise interactions.13 The nonadditivity coefficient v
defined in Eq. (3) provides a quantitative measure of the
deviation of propensity from the combination of 3 indepen-
dent pairwise interactions.

The estimated v values for all 1540 triplet types are
shown in Figure 4(b), and their values are listed in the
Supplementary Material. The majority of triplet contacts
have a nonadditivity coefficient v close to 1.0. For interior
residues, there are 482 triplet types whose 3-body propen-
sity significantly deviates from linear additivity (i.e., the
log values of 3-body contact propensities differ signifi-
cantly from linear sum of log values of pairwise propensi-
ties. We use the criterion that both ends of the 95%
confidence interval of the nonadditivity coefficients v have
to be � 0.8 for cooperative triplets, and � 1.2 for anticoop-
erative triplets. For residues located in the protein inte-
rior, we found that 119 triplet types (7.7% of 1540) are
strongly cooperative with v � 2.0, and 124 triplet types
(8.1%) are strongly anticooperative with � � 0.5. For
residues located on the protein surface, there are 619
triplet types whose 3-body propensity significantly devi-
ates from linear additivity, of which 131 (8.5%) have v �
2.0, and 137 (8.9%) have � � 0.5.

For buried interior residues (Table II), the cooperative
triplet types consist of those with at least 2 polar residues

[e.g., �(GNQ) � 2.56], at least 2 small residues [e.g.,
�(AGG) � 3.92], or 2 ionizable residues with opposite
charge [e.g., v(RRE) � 2.83]. The anticooperative triplet
types consist of those with at least 2 aromatic residues
[e.g., v(WWW) � 0.13], or 2 alkyl residues [e.g., �(ILM) �
0.35]. Although the propensity values of 3-body contacts of
alkyl residues are favorable in protein interior (Table II),
the significant anticooperativity of average � � 0.65 of all
alkyl triplets suggests that hydrophobic interactions are
weaker than the sum of 3 independent pairwise hydropho-
bic interactions.

For protein surface residues (Table II), the cooperative
triplet types include those consist of at least 2 small
residues [e.g., �(AGG) � 3.13; �(GGI) � 4.17], or 2 alkyl
residues [e.g., v(IMV) � 3.20; v(VVV) � 13.58, v(IIF) �
3.17]. Although the propensity values of 3-body contacts
between 2 alkyl and 1 aromatic residues are unfavorable
on protein surface (p� � 0.64; Table II), the significant
positive cooperativity of average �� � 2.05 suggests that
hydrophobic interactions between 2 alkyl and 1 aromatic
residues are stronger than the sum of 3 independent
pairwise hydrophobic interactions. The anticooperative
triplet types consist of at least 2 aromatic residues [e.g.,
v(WWW) � 0.22], or 2 ionizable residues [e.g., v(KKW) �
0.10; v(ERS) � 0.67].

Several triplet types formed by 3 ionizable residues of
the same charge have a large confidence interval [e.g.,
v(DDD) � 1.32, with 95% confidence interval from 0.09 to
3.44]. Strong cooperativity is occasionally observed during
the process of bootstrap resampling, depending on the
subset of sample structures chosen. This may be due to the
instances where 3 ionizable residues in some proteins are
coordinated to bind to metal ions (e.g., Fe, Mn, Ca, Zn).

Altogether, there are 208 triplet types whose v values
both in interior and on surface can be reliably assessed.
Among these, the nonadditive coefficients of 115 types of
triplets do not change sign whether they are located on the
surface or in the interior. Fifty-one types of triplets are
cooperative both in the protein interior and on the protein
surface (these are enclosed by “[ ]” in Table II). Most of
these are triplets composed of 1 or more small residues
[e.g., v(GGV) � 2.40 on the surface and 2.55 in the interior,
v(GSS) � 2.58 on the surface and 2.54 in the interior).
Sixty-four types of triplets are anticooperative both in the
protein interior and on the protein surface [enclosed by “( )”
in Table II]. Most of these are triplets composed of 1 or
more aromatic residues, or 2 same-charged residues [e.g.,
v(WWW) � 0.22 on surface, and 0.11 in interior, v(DDQ) �
0.29 on the surface, and 0.27 in the interior].

For 93 types of triplets, the sign of nonadditive coeffi-
cient are different depending whether the triplet is on the
surface on in the interior of the protein. Seventeen types of
triplets are cooperative in the protein interior but are
anticooperative on the protein surface [enclosed by “{ }” in
Table II]. Most of these are triplets composed of ionizable
or polar residues [e.g., v(DEK) � 0.58 on the surface, but
3.92 in the interior; v(DEH) � 0.35 on the surface but 5.47
in the interior]. Seventy-six types of triplets are coopera-
tive on the protein surface but are anticooperative in the
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protein interior [enclosed by “� �” in Table II]. Most of these
are triplets composed of 3 hydrophobic residues [e.g.,
v(IMV) � 3.20 on the surface but 0.75 in the interior:
v(GMM) � 3.63 on the surface and 0.52 in the interior).

Anticooperative and Cooperative Three-Body
Interactions on the Protein–Protein Interface

In the computation of the nonadditivity of 3-body con-
tacts on the protein surface, we do not distinguish different
surface regions. Therefore, the nonadditivity coefficients
listed in Table II are averaged over all surface regions.
However, protein-binding surfaces are different from the
rest of the surfaces in both chemical characteristics and
solvent accessibility: the average protein–protein inter-
faces are more hydrophobic than the rest of the sur-
face66–68 and are less hydrated after complexation. Can
these differences result in different nonadditivity effects
on the protein–protein interface from the rest of the
protein surface? To answer this question, we use the
DIMMER2 data set collected by Lu et al.,69 which contains
768 nonredundant biological protein–protein interfaces.
We select the interfacial 3-body contacts, of which at least
1 residue must come from a different polypeptide chain
from that of the other 2 residues. Following the same
procedure as described in the Model and Methods section,

we computed the nonadditivity coefficients for the interfa-
cial 3-body contacts. Due to the small size of available
data, we can only obtain 15 clustered types of triplets with
a good confidence interval, which contains 319 types of
3-body residual contacts on protein–protein interface (Table
III). On the rest of protein surface, there are even fewer
triplets with a good confidence interval. Thus, we are
unable to carry out a comprehensive study on the differ-
ence between the 3-body nonadditivities on protein–
protein interfaces and those on the rest of protein surfaces.

The cooperative triplets listed in Table III are formed by
at least 2 hydrophilic residues [e.g., v(EKL) � 1.75 on the
protein–protein interface but 0.32 on the overall surface;
v(DHK) � 1.83 on the protein–protein interface but 0.45
on the overall surface]. Hydrophilic interactions are impor-
tant for protein–protein interactions.70,71 Results from
continuum electrostatics calculation suggest that a hydro-
philic bridge across the protein–protein interface often
provides significant stability to protein binding,71,72 al-
though probably at a cost of destabilizing protein folding.73

Experimentally, polar and charged residues are frequently
hot spots, and mutations to alanine often result in the
destabilization of the protein–protein complexes.74 Both
computational and experimental studies suggest that clus-
tered hydrophilic residues on the protein–protein binding

TABLE II. Nonadditivity Coefficient v Values for 3-Body Interactions in the Protein Interior
and on the Protein Surface

Triplet type

Interior Surface

v(i,j,k) p(i,j,k) v(i,j,k) p(i,j,k)

(2 � same charged � aromatic) 0.27 (0.05–0.63) 0.39 0.30(0.12–0.48) 0.51
(2 � same charged � alkyl) 0.32 (0.07–0.77) 0.61 0.39(0.16–0.70) 0.75
(2 � aromatic � ionizable) 0.41 (0.14–0.81) 0.44 0.35(0.17–0.60) 0.48
(3 � aromatic) 0.30 (0.15–0.53) 0.34 0.32(0.12–0.55) 0.37
(2 � aromatic � polar) 0.41 (0.16–0.80) 0.47 0.42(0.17–0.77) 0.53
2 � alkyl � ionizable 0.48 (0.23–0.81) 0.79 —a 1.07
Polar � alkyl � aromatic 0.47 (0.23–0.79) 0.51 — 0.65
� 2 � alkyl � aromatic � 0.57 (0.40–0.79) 0.64 2.05(1.38–2.93) 0.64
� Small � alkyl � aromatic � 0.71 (0.45–1.04) 0.77 2.10(1.24–3.24) 1.12

� 3 � alkyl � 0.65 (0.48–0.87) 1.30 2.03(1.42–2.82) 2.56
2 � polar � small 2.55 (0.97–4.17) 2.04 — 1.50
{2 � polar � ionizable} 2.99 (0.96–6.32) — 0.50(0.24–0.84) 0.71
{2 � opposite charged � alkyl} 1.98 (1.00–3.31) 1.65 0.76(0.57–0.99) 1.14
{2 � opposite charged � polar} 2.77 (1.27–5.00) 1.71 0.78(0.49–1.15) 0.95
{2 � opposite charged � aromatic} 2.58 (1.36–4.34) — 0.60(0.38–0.88) 0.78
{2 � opposite charged � small} 3.64 (1.63–6.64) 2.08 0.82(0.58–1.06) 1.30
{3 � opposite charged} 3.09 (1.69–5.36) 2.72 0.53(0.32–0.79) 1.13
3 � polar 2.91 (1.02–6.19) — — —
[2 � small � polar] 1.95 (0.88–3.57) 2.39 2.74(1.19–5.03) 1.86
[2 � small � alkyl] 2.28 (1.06–4.02) 2.04 2.36(1.31–3.73) 1.73
[2 � small � ionizable] 3.23 (1.11–6.02) 2.07 2.63(1.09–4.94) 1.62
[Ionizable � polar � small] 3.79 (1.20–8.11) 1.78 1.84(0.94–3.25) 1.20
[3 � small] 3.25 (1.68–5.46) 3.62 3.10(1.47–5.12) 2.67

Only 3-body interactions in the protein interior with both ends of bootstrap 95% confidence intervals for
nonadditivity v � 1.2 or � 0.8 are listed. The triplet types enclosed by parentheses “()” are anticooperative
both in the protein interior and on the protein surface. The triplet types enclosed by brackets “[]” are
cooperative both in the protein interior and on the protein surface. The triplet types enclosed by braces “{}” are
cooperative in the protein interior but anticooperative on the protein surface. The triplet types enclosed by
vertical bars “�” are cooperative on the protein surface but anticooperative in the protein interior.
aValues are not listed because both ends of bootstrap 95% confidence intervals are not � 1.2 or � 0.8.
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interface may enhance the stability of the complex, where
a desolvation penalty is partially compensated in inter-
faces through the formation of networks of ion pairs and
hydrogen bonds. Our results indicate that these interac-
tions are cooperative (i.e., they are more favorable than
pairwise contacts alone). In many cases, these 3-body
interactions are formed by at least 2 same-charged resi-
dues. The mechanistic origin of such cooperativity should
be an interesting subject for further studies.

Atomic Origin of Nonadditivity

What are the physical bases of cooperativity and antico-
operativity of 3-body interactions? Is cooperativity associ-
ated with specific types of atomic interactions? We exam-
ine the details of atomic contacts in residue triplet types
with v � 1 and triplet types with v � 1. For a specific type
of 3-body interactions (e.g., AGG), we collect all AGG
triplets found in the dataset and examine the atomic
pairwise contacts (Fig. 6). These are divided into the
groups of hydrophobic interactions (COC), regular hydro-
gen-bonding interactions (NOH. . .O), weak hydrogen-
bonding interactions (C�OH. . .O),75–77 and polar-
hydrophobic interactions (C with N, O, and S). We calcu-
late the percentage of each types of atomic interaction in
all atomic contacts found for a triplet type (e.g., AGG). For
ease of interpretation, we use the same reduced alphabet
of amino acid residues as before to describe the triplet
types.

For triplets located in the protein interior, Figure 7(a)
shows that the distributions of the fraction of hydrophobic
atomic contacts for cooperative triplets and for anticoopera-
tive triplets are different: Interior anticooperative triplets
have significantly more hydrophobic atomic contacts com-
pared to cooperative triplets (p-value � 2.2 � 1016 for
1-tailed t-test on the values of individual triplet types).

Figure 7(c and e) shows that the majority of interior
cooperative 3-body interactions have significantly more
regular hydrogen bonds and weak hydrogen bonds com-
pared to anticooperative triplets (p � 2.2 � 1016 and p �
6.6 � 1012 for 1-tailed t-test, respectively). For anticoop-
erative 3-body interactions, the percentage of either of the
2 types of hydrogen bonds is low (an exception is 3-body
interactions formed by 3 ionizable residues with the same
charges, e.g., DDE). These observations suggest that in the
protein interior, hydrogen bonding contributes signifi-
cantly to 3-body cooperativity, while hydrophobic interac-
tions contribute to anticooperativity.

For triplets located on the protein surface, Figure 7(b)
shows that the distributions of fraction of hydrophobic
atomic contacts for cooperative triplets and for anticoopera-
tive triplets are also different. In contrast to the pattern
observed for interior residues, cooperative triplets have
more hydrophobic atomic contacts compared to anticoopera-
tive triplets (p � 1.4 � 106 for 1-tailed t-test). For
example, the frequency of hydrophobic atomic interactions
counting for 80–100% of all atomic contacts is higher for
cooperative triplets. Figure 8(d) shows that many anticoop-
erative 3-body interactions have significantly more regu-
lar hydrogen bonds compared to cooperative triplets (p �
5.8 � 105). The distribution of atomic contacts involving
weak hydrogen bond are similar for both exposed and
buried triplets. These observations suggest that on protein
surface, hydrophobic interaction contribute to cooperative
3-body interactions.

Another view of the atomic origin of cooperativity and
anticooperativity of 3-body interactions is presented in
Figure 8. Here the relative contributions of regular H-
bond, weak H- bond, and hydrophobic interactions to
different types of cooperative and anticooperative triplets
are shown. We select 3-body interactions of the following 5
classes: those containing 2 or more of each of the 5
categories of aliphatic residues, aromatic residues, opposite-
charged residues, polar residues, or small residues. These
triplet types are chosen for ease of interpretation because
they have simple composition and show clear patterns of
cooperativity or anticooperativity.

We find that triplets with at least 2 aliphatic residues
are anticooperative in the protein interior but cooperative
on the protein surface, and triplets with at least 2 polar
residues or 2 opposite-charged residues are cooperative in
the protein interior but anticooperative on the protein
surface. Triplets with at least 2 small residues are always
cooperative, and triplets with at least 2 aromatic residues
are always anticooperative. Figure 8 further shows that
regular H-bonds contribute to cooperativity in the protein
interior but mostly to anticooperativity on the protein
surface. In contrast, hydrophobic interactions contribute
to anticooperativity in the protein interior, but to cooperat-
ivity on the protein surface. Weak H-bonds, which can be
attributed to small residues such as Gly, Ala, and Pro,
seems to contribute consistently to cooperative interac-
tions both in the protein interior and on the protein
surface.

TABLE III. Nonadditivity Coefficient v Values for 3-Body
Interactions on the Protein–Protein Interface

Interaction composition

95%
Confidence

interval
Average

nonadditivity

2 � aromatic � alkyl 0.16–0.74 0.39
2 � aromatic � small 0.19–0.82 0.42
Polar � small � aromatic 0.21–1.10 0.53
Polar � alkyl � aromatic 0.22–1.09 0.54
2 � alkyl � aromatic 0.24–0.80 0.46
Ionizable � polar � aromatic 0.26–1.07 0.56
Small � alkyl � aromatic 0.36–1.03 0.63

2 � same charged � alkyl 0.87–4.56 2.24
2 � same charged � small 0.91–5.17 2.44
2 � small � alkyl 0.93–2.85 1.69
2 � small � ionizable 0.95–3.10 1.78
Polar � small � alkyl 0.95–3.42 1.88
2 � opposite charged � alkyl 0.97–2.75 1.67
2 � opposite charged � small 1.01–2.76 1.75
Ionizable � small � alkyl 1.11–3.62 2.10

Only three-body interactions in protein interior with both ends of
bootstrap 95% confidence intervals for nonadditivity v less than 1.2 or
greater than 0.8 are listed.
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Decoy Discrimination With Three-Body Potential

A useful test to assess the effectiveness of potential
function is to evaluate its ability to distinguish native
protein structures from incorrectly folded decoy struc-
tures. In this study, we carry out a limited test using 3
decoy sets, as chosen by Fain et al.78 These decoy sets are
the lattice_ssift, 4-state_reduced, and lmds sets from the
Decoys “R’ Us website (Table IV) (http://dd.stanford.edu).

The 4 state_reduced decoy test set contains native and
near-native conformations of 7 sequences, along with
about 650 misfolded structures for each sequence. The
positions of C� of these decoys were generated by exhaus-
tively enumerating 10-selectively chosen residues in each
protein using a 4-state off-lattice model. All other residues
were assigned the �/� value based on the best fit of a
4-state model to the native chain. Conformations in the
decoy sets all have low score by a variety of scoring
functions, and have low root-mean-deviation (RMSD) to
the native structure (Table IV).79 The lattice_ssfit set
contains conformations for 8 small proteins generated by
ab initio protein structure prediction methods.80,81 The
conformational space of a sequence was exhaustively
enumerated on a tetrahedral lattice. A lattice-based scor-
ing function was used to select the 10,000 best scoring
conformations. Secondary structures were fitted to these
conformations using a 4-state model.79 The 10,000 confor-
mations were further scored using a combination of an
all-atom scoring function,82 a hydrophobic compactness
function, and a 1-point per residue scoring function.83 The
2000 best scoring conformations for each protein are
selected as decoys for this data set. The local minima decoy
set (lmds) contains decoys that were derived from the
experimentally obtained secondary structures of 10 small
proteins that belong to diverse structural classes. Each
decoy is a local minimum of a “handmade” energy func-
tion.84–87 Ten thousand initial conformations were gener-
ated for each protein by randomizing the torsion angles of

the loop regions.88 The adjacent local minima were found
by truncated Newton–Raphson minimization in torsion
space. Each protein is represented in the decoy set by its
500 lowest energy local minima.

We use the following energy function for decoy discrimi-
nation. If we consider only pairwise contacts, the energy
function E(M) of a protein molecule M in kT unit is

E�M� � � �
�ij�int �

ln Pint�i,j� � �
�ij�bd �

ln Pbd�i,j�,

where �ij � int � represents pairwise � contacts or
1-simplices that are in protein interior, and �ij � bd �
represents 1-simplices that are on protein boundary sur-
face. When we incorporate nonadditive effects of 3-body
interactions following Eq. (5), the energy function E(M) of
a protein M in kT unit becomes

E�M� � � �
�ij�int �

ln Pint �i,j� � �
�ijk�int �

lnvint(i,j,k)

 �
�ij�bd �

ln Pbd�i,j� � �
�ijk�bd �

ln vbd(i,j,k).

Table V summarizes the results of decoy discrimination.
We found that the inclusion of 3-body interactions im-
proves the performance of decoy discrimination in all
decoy sets in the test data: There are less discrimination
errors in general, and native structures have higher
Z-value when evaluated with potential including 3-body
contacts.

Incorporation of the cooperativity of 3-body contacts
does not improve the performance of decoy discrimination
for 4 sets of decoys in lmds set. 1b0n-B (Sini protein
subunit) 1bba (pancreatic hormone) and 1fc2-C (fragment
B of protein A) are small proteins or protein fragment with
less than 45 residues. There are not enough 3-body con-
tacts in these 3 proteins (Table V), thus, incorporation of
3-body cooperativity does not have any significant effects

Fig. 6. Three-body atomic contacts can be divided into 4 types: hydrophobic, regular hydrogen bond, weak
hydrogen bond, and polar–hydrophobic interactions (not shown). Here CA represents C�, and C represents
the rest of the carbon atoms.
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on the performance discrimination. For the set of decoys
associated with 1dtk (Dendrotoxin K), incorporating 3-body
cooperativity leads to deteriorated discrimination. Notice-
ably, Dendrotoxin K contains 3 disulfide bonds in its
native structure, which are critical to stabilize the tertiary
structure of this small protein. The improvement of dis-
crimination for this small proteins requires first the incor-
poration of disulfide bonds interactions7 before any higher
order interactions is considered.

Overall, we have shown that incorporation of 3-body
effects improves decoy discriminations for the 4-state-
reduced decoy set, the Lattice-ssift decoy set, as well as
decoys associated with proteins in the lmds set that are not
small or do not possessing unaccounted disulfide bond
interactions. In this study, we only consider 3-body interac-
tions defined by contact interactions. The decoy data set

used for discrimination is limited. Our goal is to under-
stand the dominant factors contributing to the effects of
many-body interactions for the stability of native proteins.
Discrimination of decoy in this case is used here only for
the purpose of assessing the importance of 3-body interac-
tions. Empirical potentials that are distance dependent
have been shown to have better discrimination of native
structures than contact potentials.2,82,89 To further im-
prove decoy discrimination, it will be useful to consider in
addition longer range 3-body interactions by incorporating
additional Delaunay triangles that are excluded in the �
shape computation. This can be done in a hierarchical
fashion by progressively adding triangles with increasing
size measurement. Such an analysis can be the subject of
future study and should be straightforward to implement
with the approach developed here.

Fig. 7. The distributions of fractions of various types of atomic interactions in total atomic contacts for
cooperative triplet types (solid line) and for anticooperative triplet types (dashed line): (a) hydrophobic contacts
in the interior; (b) hydrophobic contacts on the surface; (c) regular hydrogen bond in the interior; (d) regular
hydrogen bond on the surface; (e) weak hydrogen bond in the interior; and (f) weak hydrogen bond on the
surface. In the protein interior, anticooperative triplets have significantly more hydrophobic atomic contacts
compared to cooperative triplets. The majority of cooperative 3-body interactions in the protein interior have
significantly more regular hydrogen bonds and weak hydrogen bonds compared to anticooperative triplets. On
the protein surface, anticooperative triplets have fewer hydrophobic atomic contacts compared to cooperative
triplets. Cooperative 3-body interactions on the protein surface have more hydrophobic interactions. Many
anticooperative 3-body interactions on the protein surface have significantly more regular hydrogen bonds
compared to cooperative triplets. The distribution of atomic con tacts involving weak hydrogen bond is similar
for both exposed and buried triplets.
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Spatial Motifs of Three-Body Interactions

How can propensities and nonadditivity coefficients of
3-body interactions in proteins be used in practical applica-
tions? We show 2 possibilities. First, the incorporation of
3-body interactions helps in discriminating native protein
conformations from decoy conformations. Second, the char-
acterization of 3-body interactions can reveal spatial mo-
tifs that are characteristic of specific functional and struc-
tural properties of proteins.

The spatial conformations of contact triplets formed by a
specific set of 3 residues often can be clustered into a small
number of spatial motifs. This is analogous to the side-
chain rotamers when only a single amino acid residue is
considered. For example, triplet EEH is highly cooperative
when located in protein interior (v � 2.82, propensity �
1.15). Its spatial conformations can be roughly divided into
5–6 spatial motifs (Fig. 9). One spatial motif is shown in
details in the lower part of Figure 9. This motif is found in
neighboring antiparallel helices and, in one case, neighbor-
ing parallel �-strands. Here the OD1 and OD2 atoms from

a Glu residues and the NE2 atom from the His residues
form network of hydrogen bonds. This motif is found in a
diverse set of proteins, including Ni-Fe hydrogenase (1h2r),
bacterial nonheme iron hydroxylase (1mmo), ribonucle-
otide reductase R2F protein (2r2f), ferritin (1bg7),
rubrerythrin (1ryt), ribonucleoside-diphosphate reductase
(1xik), and a designed 4-helix bundle modeled after me-
tallo proteins (1ec5). Many of them are involved in redox
reactions where electron transfer occurs. Six of them are
found to bind to irons such as Fe and Ca (not drawn for
clarity). This example indicates that 3-body interactions
can suggest biologically interesting spatial motifs.

DISCUSSION

A variety of knowledge-based potentials has been devel-
oped for proteins. An important class of empirical poten-
tials is based on statistical analysis of databases of protein
structures.2,4,82,90 For pairwise potential, the interaction
between 2 residues is estimated from its relative frequency
in a database when compared with a reference state or a

Fig. 8. Relative contributions of regular H-bonds, weak H-bonds, and hydrophobic interactions as fractions
of total atomic contact interaction for 5 types of 3-body residue contacts. The contributions are normalized such
that the type of interaction that contributes most has a Y- value of 1.0. (a) In the protein interior, cooperativity is
positively correlated with the amount of regular and weak hydrogen bonds, and is negatively correlated with
hydrophobic interactions. (b) On the protein surface, cooperativity is negatively correlated with the amount of
regular hydrogen bonding, and positively correlated with the amount of hydrophobic interactions (except
aromatic triplets).
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null model. This approach has been successfully applied in
fold recognition, in threading, and in many other stud-
ies.1,2,6,7,82,91–94 Another class of empirical potential is
derived by optimization. In this case, the parameters of the
potentials are obtained by optimization following some
optimal criterion [e.g., maximized Z-score difference be-
tween native conformation and a set of alternative (or
decoy) conformations95–103. This approach is very effective
in obtaining potentials that recognize native structures
from alternative conformations or decoys.103 However, the
derivation of potential by optimization requires extensive
training with a very large number of decoys to ensure that
enough challenging decoys are included and a precise
decision boundary can be obtained.98,100 This often re-
quires the use of millions of decoys when they are gener-
ated by gapless threading, or requires explicit generation
of very challenging decoy conformations.98–100 Because
3-body interactions raise the number of parameters from
210 to 1540, the requirement for decoy generation is likely
to be more demanding than pair potential. We therefore
choose the first approach and derive 3-body potential
based on database statistical analysis. To ensure the
reliability of estimated 3-body potential, we use nested
bootstrap to obtain confidence intervals at 95% level, and
report only parameters that can be estimated reliably.

The nonadditive nature of 3-body interactions is well
recognized and was the subject of several studies based on
the methods of molecular dynamics (MD) and Monte Carlo
simulations.13,104–106 In this study, we introduce a geomet-

ric model for analyzing higher order interactions in pro-
teins. We define 3-body interactions through the aid of a
simple geometric model, where 3 atoms are considered to
be in 3-body interactions only when their 3-body volume
overlap is nonzero, and their corresponding Voronoi vertex
is contained in the protein. This definition is consistent
with a long line of research where geometry-inspired
models and parameters (e.g., SAS, molecular surface, and
packing) facilitated fruitful insights into the nature of
protein structure and protein stability.44,107–109 The empiri-
cal energy model is similar to the volume-based hydropho-
bic force field developed in Hummer,51 where higher
degree expansion based on volume overlaps are incorpo-
rated. Unlike pioneering work using Delaunay triangula-
tion of C� atoms for assessing 4-body interactions,19–23 a
geometric model based on volume overlaps has direct
physical interpretation and corresponds to precise atomic
contact interactions. Without the aid of computed � shape,
the method of Delaunay triangulation relies on size-related
empirical cutoff values to prune long or skinny tetrahedra,
which are judged empirically to be too large for physical
contact. Such a heuristic method cannot decide exactly when
volume overlaps occur at atomic contact level. In addition,
4-body potential involves a far larger number of parameters,
and the estimated parameters are more likely to be subject to
problems associated with small sample size.

Our model is simple and does not involve metric calcula-
tion of the volume overlap. Although volume calculation of
3-body and 4-body overlap can be found using an analytical

TABLE IV. Description of Proteins in the 4-state-reduced Decoy Set, lattice-ssfit Decoy Set, and lmds Decoy Set
(Number of Decoy Structures and cRMSD Ranges are Listed)

Decoy set Protein Description Nres Ndecoy cRMSD range

4-state_reduced 1ctf C-terminal domain of the ribosomal protein L7/L12 68 630 2.16–10.16
1r69 N-terminal domain of phage 434 repressor 63 675 2.28–9.50
1sn3 Scorpion toxin variant 3 65 660 2.50–10.46
2cro Phage 434 Cro protein 65 674 2.05–9.72
3icb Vitamin D–dependent calcium-binding protein 75 653 1.81–10.74
4pti Trypsin inhibitor 58 687 2.83–10.79

lattice_ssfit 1beo �-cryptogein 98 2000 7.00–15.61
1ctf (see above) 68 2000 5.45–12.81
1dkt-A Human cyclin-dependent kinase subunit, type 1 72 2000 6.69–14.05
1nkl Nk-lysin 78 2000 5.27–13.64
1pgb B1 immunoglobulin-binding domain of streptococcal

protein G
56 2000 5.81–12.91

4icb Calcium-binding protein 76 2000 4.74–12.92

lmds 1b0n-B Sini protein subunit 39 497 2.45–6.03
1bba Pancreatic hormone (avg. NMR) 36 500 2.78–8.91
1ctf (See above) 68 497 3.59–12.53
1dtk Dendrotoxin K (NMR) 57 215 4.32–12.58
1fc2-C Fragment B of protein A (complexed to

immunoglobin Fc)
43 500 4.00–8.45

1igd 3rd IgG-binding domain from streptococcal protein G 61 500 3.11–12.56
1shf-A Fyn proto-oncogene tyrosine Kinase subunit (SH3

domain)
59 437 4.39–12.35

2cro (See above) 65 500 3.87–13.48
2ovo 3rd domain of silver pheasant ovomucoid 56 347 4.38–13.38
4pti (See above) 58 343 4.94–13.18
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formula,54 we only count the number of 3-body volume
overlaps as recorded by the number of � triangle simplices.
Our goal is to provide a description of the topological
events of 3-body volume overlap and to investigate how
3-body interactions are different from what would be
expected by considering 2-body interactions alone.

The main results of this work are the estimated propen-
sities and additivity coefficients for 3-body interactions.
These results are based on geometric patterns of 3-body
volume overlaps emerging from the statistical analysis of
protein structures. The only geometric model assumption
is that each atom takes the shape of a ball. We find that
both hydrophobic interactions and hydrogen bonding con-
tribute differently to 3-body cooperativity, depending on
whether they are located on the protein surface or in the
interior. Although pairwise hydrophobic interactions are
always favorable, they are strongly associated with antico-
operativity when located in the protein interior, and
regular hydrogen-bonding is strongly associated with coop-
erativity in the interior. When located on the protein
surface, regular hydrogen bonding is associated with anti-
cooperativity, and hydrophobic interactions with cooperat-
ivity. For both locations, weak hydrogen bondings are
likely contributors to cooperativity.

In the protein interior, cooperative interactions are often
associated with polar residues capable of forming regular

hydrogen bonds, with small residues capable of forming
weak hydrogen bonds, and with ionizable residues capable
of forming salt bridges. On the protein surface, cooperative
3-body interactions are characterized by hydrophobic resi-
dues and small residues capable of forming weak hydrogen
bonds. In the protein interior, anticooperative 3-body
hydrophobic interactions are often due to long-chain alkyl
residues. On the protein surface, anticooperative 3-body
interactions are associated with aromatic residues and
triplets containing 2 ionizable residues.

In some cases, these observed nonadditivity effects can
be rationalized intuitively. Cooperative interactions in the
protein interior are usually associated with salt-bridges,
regular hydrogen bonds, and weak hydrogen bonds. This is
consistent with experimental studies that suggest that the
collective strength of hydrogen bonds is stronger when
buried in the interior than when exposed to solvent.25,26 A
well-known fact about protein packing is that protein
surface regions are packed more loosely than the protein
interior.110,111 Since residues on the surface and in the
interior have different packing, their overall distances are
different. It is possible that differences in packing are
correlated to the nonadditive effects. For example, long-
chain alkyl and aromatic residues are anticooperative in a
tightly packed interior, but when located on a loosely
packed protein surface, they become cooperative. How-

TABLE V. Discriminating Between Native Protein Conformation and Decoy
Conformations

Decoy set PDB

H2-body
in,ex H2-body,3-body

in,ex

NtripletsNative rank Z Native rank Z

4-state_reduced 1ctf 1 2.59 1 3.38 85
1r69 2 2.24 1 3.16 94
1sn3 1 1.78 1 3.01 100
2cro 2 2.32 1 3.04 99
3icb 5 1.90 2 3.18 105
4pti 28 1.34 2 3.15 84

lattice_ssift 1beo 12 3.12 1 5.14 127
1ctf 1 4.58 1 4.83 85
1dkt 7 2.87 1 4.12 99
1nkl 1 3.34 1 4.23 93
1pgb 10 2.69 1 3.37 60
1trl-A 23 2.34 7 2.95 81
4icb 3 3.24 1 4.82 106

lmds 1b0n-B 3 3.12 3 3.12 0
1bba 312 0.02 318 0.02 10
1ctf 1 2.87 1 3.43 85
1dtk 56 1.56 89 1.20 82
1fc2-C 478 3.45 501 3.72 40
1igd 7 2.50 5 2.52 67
1shf-A 8 2.20 6 2.87 83
2cro 1 4.56 1 5.69 99
2ovo 5 3.45 1 4.56 85
4pti 13 2.45 4 3.31 84

The ranking and Z-value of the native conformation by pairwise � contact potential H2-body
in,ex alone, and

by combined pairwise and 3-body contact potential H2�body,3�body
in,ex are listed. Here Z-value is defined as

Z � (E�  Enative)/�, where � is the standard deviation of the evaluated energy value, E� is the average
energy value of all conformations, and Enative is the evaluated energy of the native conformation. Ntriplets in
the table records the number of 3-body contact interactions in the native protein.
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ever, the observed change of sign of 3-body cooperativity
anticooperativity cannot be attributed to the difference in
packing density alone. For example, the nonadditivity of
certain ionizable triplets change from anticooperative on a
loosely packed surface to cooperative in a tightly packed
interior, but the nonadditivity of hydrophobic triplets
changes sign in the opposite direction, from cooperative on
the surface to anticooperative in the interior. The effects of
packing on nonadditivity requires further study.

There are many additional 3-body contact interactions
that contribute differently to cooperativity, depending on
the environment where these contacts are located. In
addition to difference in packing, the surface regions of
soluble proteins in an aqueous environment have higher

dielectric constant compared to the buried interior core.
Polar residues on protein surface can form hydrogen
bonding with solvent molecules. Hydrophobic residues, on
the other hand, tend to aggregate and become dehydrated.
In the protein interior, where the overall environment is
hydrophobic112,113 and the dielectric constant is low, polar
residues and ionizable residues tend to form hydrogen
bonds and salt bridge.114 This is reflected by the favorable
propensity and cooperativity of 3-body interactions of
polar and ionizable residues.

The role of weak hydrogen bond in proteins has been the
subject of several recent studies.75–77,115 Our results indi-
cate that weak hydrogen bonds seem to contribute consis-
tently to cooperative interactions both in the protein

Fig. 9. Spatial conformations associated with EEH triplet can be clustered into a small number of groups.
Here they are clustered by RMSD using hierarchical clustering. The conformations of the 8 EEH triplets in the
leftmost cluster are shown in detail. These come from proteins involved in electron transfer. Six of the 8
conformations have bound metal ions (e.g., Fe; not shown for clarity).
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interior and on the protein surface (Fig. 8). Triplets
containing 2 or more small residues account for most weak
hydrogen bonds. The contributions of weak H-bonds to
cooperativity may be of geometric nature. For example,
Pro residues frequently introduces bends in helices, which
bring distant residues into closer contacts. They are found
at N-capping,116 �-turn,117 and �-turn118 positions. Simi-
larly, Gly and Ala are small residues. The lack of sizable
side-chains allows wide access for contact interactions and
tight packing, hence, the increased propensity of these
residues for weak hydrogen bond interactions involving
main-chain atoms.119

The difference in physicochemical properties for buried
residues and surface residues is studied in details in a
recent work of bioinformatics analysis of protein bind-
ing.120 In this study, the matrix of pairwise binding
contact potential derived from Z-score optimization is
decomposed by principal component analysis. The princi-
pal components are regarded as idealized “canonical”
residues, with specific physicochemical properties associ-
ated. The vectors of residue composition at different layers
of protein structures have different coefficients when
represented by the first 3 canonical residues. In addition,
it was found that surface and buried residues provide
different recognition signal for protein–protein interac-
tions. It is clear from the present study that such differ-
ences for buried and surface residues are further reflected
in different nonadditivity coefficients of 3-body interac-
tions.

It is difficult to explain the origin of nonadditivity of
some triplet types. There are many triplet types that are
not listed in Table II. They have wide confidence interval of
v across the neutral v � 1 value (i.e., from less than 0.8 to
greater than 1.2). The signs of nonadditivity coefficients
for these triplet types are uncertain, and it is unclear
whether such triplet interaction is cooperative or anticoop-
erative.

A number of factors can contribute to the nonadditivity
of 3-body interactions. These include hydrophobic interac-
tions, polar interactions, H-bondings, and size of side-
chains. It is difficult to quantify the contribution from each
of these factors. One possible scenario is that when a
triplet has only 1 aromatics residue, all residues are
relatively accessible, and the physicochemical nature of
the atomic contacts (e.g., hydrophobic interactions, H-
bondings, and polar interactions) are the main factors
determining the nonadditivity. When a triplet contains 2
or 3 aromatic residues, it is possible that the geometric
packing effect determined by side-chain size and shape
dominates in determining the nature of nonadditivity. In
addition, metal ions can have significant influence on the
nonadditivity of nearby triplets (data not shown).

Our study is based on statistical analysis of protein
structures in the PDB. Our approach follows that of
previous studies, where much has been learned about the
nature of stabilizing interactions of proteins.1,4–8 How-
ever, database-derived empirical potential does not pro-
vide a mechanistic picture of protein folding. Although
some patterns of 3-body interactions can be understood

intuitively, as discussed above, patterns of many 3-body
interactions, as shown in Table II, are not easily inter-
preted. In contrast, studies using MD or Monte Carlo
simulation on simple systems can provide detailed pic-
tures that illustrate the physical basis of nonadditiv-
ity.11,13,104,105 It is also interesting to consider recent
simulation results,11,105 where it is shown that depending
on how close 2 methane molecules are, and where the third
molecule is located, interaction with a third methane
molecule can be either cooperative or anticooperative. The
results reported in this study should therefore be comple-
mented by mechanistic insight gained from further simula-
tion studies.

In simple 3-methane systems, nonadditivity largely
disappears beyond the first hydration shell.105 However,
long-range higher order interactions play critical roles in
hydrophobic collapse of long-chain polymers, and it is
possible that such long-range cooperative effects are likely
to be important for protein folding.121 The geometric and
topological characterizations derived from a simplicial
complex of protein structures describe only short-range
spatial interactions. They do not provide direct informa-
tion about long-range spatial interactions between resi-
dues. Therefore, the 3-body potential developed here may
be relevant for modeling contact interactions that are
spatially local during the folding process.

Three-body contact potential developed here may also be
useful for studying protein–peptide binding interactions.
For tasks such as virtual screening of a large compound
database, computational approaches based on MD or
Monte Carlo simulations are prohibitively expensive. An
attractive alternative approach is to approximate binding
affinity, such as hydrophobic interaction by empirical force
field. Incorporation of many-body or higher order interac-
tions is important for such tasks.51 An illustrative ex-
ample of how many-body interactions helps in such impor-
tant tasks is given in the study of energetic mapping of
binding surface of the N-peptide coiled coil of gp14 protein
of HIV-1 virus.122 The 3-body potential developed in this
study may be also applicable for modeling protein–peptide
binding interactions. In our preliminary study, we showed
that 3-body contact potential can be helpful for fold
recognition. Its utility and effectiveness require further
detailed studies.

In summary, we have introduced a geometric model for
3-body interactions. We show that with this model, both
propensity and nonadditivity coefficients for many 3-body
interactions can be reliably estimated despite the over-
whelming presence of pairwise contacts. The different
contributions of hydrophobic and polar interactions to
cooperativity on the surface and in the interior point to a
more detailed picture of physical interactions contributing
to protein stability. Since higher order interactions in
many cases strongly depend on the local environment, it is
likely that these interactions play important roles in
binding events, such as protein–protein and protein–DNA
interactions. Unlike studies of protein stability, where
3-body interactions for solvent-exposed and buried interior
residues often are of different signs and cancel each other,
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understanding of higher order interactions may bring us
additional insights about binding events and other molecu-
lar recognition processes.
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