. APPENDIX

This is the appendix té&onald Jackups, Jr and Jie Liang.(2008) Combinatorial analysis for
sequence and spatial motif discovery in short sequence fragments. IEEE/ACM Transactions on

Computational Biology and Bioinformatics, Accepted

A. Positional null model

The other motif analyses we have developed are based ameanally random null model in
which the residues within each sequence are permuted, aimdpesmutation is equally likely.
This assumption can be problematic in certain cases where tire biases of residue types for
certain positions in a sequence knowpriori. For instance, aromatic residues tend to be favored
at either end of a transmembranehelix or -strand [1-3]. These single-residue biases may
confound two-residue propensities without providing éiddial information into the preferences
of these patterns. When such biases are known, it may beuhetstead to consider a null

model that accounts for them.

We therefore introduce aositional null model. Instead of permuting residues across all

positions within individual sequences, we permute resdaeross all sequences in a dataset

a) b) t
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Fig. 1. Difference between a) amternally random null model for sequence motif analysis and bpasition-
dependent null model. In both cases, only residues of the same shadpeaneuted with each other. In a), residues
are permuted only within each sequence individually, whil®), residues are permuted across sequences but only
within their specified position.
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Fig. 2. An example of interacting antiparall@-strands for use with a positional null model, as describrethe
text. The three regions afg-terminal (gray), C-terminal (black), andcore (white). Arrows represent the N-to-C
direction. The two spatial pairing types are N-terminalhmE-terminal and core with core. The N-terminal with
C-terminal pairing type is an example of paired residuemfudifferent regions« £ s), while the core with core
pairing type is an example of paired residues from the samg®me(r = s). These pairing types do not overlap:
N-terminal residues may only pair with C-terminal residuaad core residues may only pair with other core
residues.

within specific positions (Figure 1). We have adapted thismodel for both spatial and sequence

motifs.

1) Positional null model for spatial interaction pairs: When calculating position-dependent
propensities for spatial motifs, we need a meaningful didimiof position. Here, we allocate
residues into regions. Although these regions do not habe the same length along a sequence,
interacting regions within a sequence pair must have equgjth, and regions may not overlap.
In other words, if a residue in regiaoninteracts with a residue in regionon a spatially adjacent
sequence fragment, all residues in regioin the dataset must only interact with residues in
regions. It is possible for residues in the same region to interath wach other, as long as no
residue in that region interacts with any other region indlagaset. For example, for interacting
antiparallelg-strands, we may divide each strand into three regions, theridinal, central core,
and C-terminal regions, and all interacting strand paite imvo spatial pair types, N-terminal
with C-terminal and core with core (Figure 2). This would ueg that no core residue interact

with an N-terminal or C-terminal residue.

The null model for position-dependent spatial motifs dsgfelepending on whether paired
residues are from the same region= s) or different regions« # s), and whether the residue
types in the pair are the sam& (= Y') or different (X # Y).

Null model whenr =s and X =Y.

Let n,. be the number of residues in regionBecause residues in regienrmay only interact

with other residues in region, there will be %~ residue pairs in regiom. The probability that
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Fig. 3. Division of residue pair types in the position-dependemttisph motif null model when- = sand a)X =Y
or b) X #Y. Black =X, gray =Y, white = X’ (not X) or N (neitherX norY).

an arbitrary pair in region will be of type X-X is the number of ways to choose 2 of the
residues of typeX in regionr divided by the number of ways to choose 2 of theresidues

of all types in region-. Thus, the expected value of-X pairs in regionr is:

(9627“) . & — xr(xr — 1)
(%) 2 20 —1)

To determinePy x,.(i), the probability ofi X-X pairs in regionr in the dataset, from which

E(X, X|rr) =

p-values may be calculated, we first introduce the 3-elemartimomial function:

al

blel(a —b—c)l’

M(a,b,c) =

where M (a,b,c) = 0 if a —b— ¢ < 0. We visualize region in the dataset as two interacting
columns of lengthz:. When X' =Y, we must assign the, number ofX residues in to each
column. There arg") ways to do this. In order to obtain exactlyX-X pairs, the’s residue
pairs must be divided into 3 distinct groupsX-X pairs,r, — 2: X-X' pairs, andy — z, + i
X'-X' pairs, whereX' is any residue other thal (Figure 3a). There aré/ (%, i, z, —2i) ways
to do this. Finally, there are two ways to place each of the- 2i X-X' pairs, depending on
which column contains th& residue. Multiplying these factors together, we obtain:

M (% i, @, — 2i) - 292

2
)
Ty

IP)XX|7"!‘ (7'> =

Null model when » = s and X £ Y.
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The expected value whel # Y is similar to that whenX = Y, except that there are,y,
ways to choose aX-Y pair:

Ty Ny TylYr
™ 2 n—1

E(XY|rr) =

However,Pyy,(¢), the probability ofi X-Y" pairs in the dataset, is more complicated. We must

first introduce a six-variable multinomial function:

al
M(a,b,c,d,e, f) = bleldlel flla—b—c—d—e— f)!

Again, we visualize regiom as two interacting columns of lengtty. We must assign the,
number of X residues and thg, number ofY residues in regiom to each column. There are
M (n,,z,,y,) ways to do this. In order to obtain exactlyX-Y" pairs, the’s residue pairs must
be divided into 6 distinct group$:X-Y pairs,j X-X pairs,k Y-Y pairs,z, —i—2j X-N pairs,
yr —i— 2k Y-N pairs, andy —z, —y, +i+j+k N-N pairs, whereN, “neither,” represents
any residue other thaiX or Y (Figure 3b). There are 3 degrees of freedamy, and k, as
long as none of the six quantities is negative. There i€y, i, j, k, v, — i — 2j,y, — i — 2k)
ways to distribute the residues into these pairs, and twosvwayplace each pair of typ&-Y,
X-N, orY-N, depending on which column contains which residue type,pr@img a total of

r, + vy, —1 — 2j — 2k pairs. The probability of each combination ©fj, andk is then:

P(i,j, k) =

M(%v i J, k> Tp—1—27,Yr — 1 — Qk) . QTrFyr—i=2j—2k
M(nT7x7‘7yr>

The marginal probability distribution function for X-Y pairs, then, is the sum over all

possible values of andk:

Pxyimr(i) = Z Z P(i, 7, k).

7=0 k=0
The summation limits ensure that none of frequencies of thear types is negative.
Null model when r # s.

Whether X = Y or X # Y, the null model when # s follows the same distribution. A
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distinction must be made betweg, a residue of typeX occurring in region- in one sequence,
and X, a residue of typeX occurring in regions in the other sequence. Thus, ahY pair,
which we define as aX,-Y, pair, is different from aY’-X pair, which isY,-X,. Because there
is a one-to-one correspondence between residues in regaoia regions, n, = n, is the total

number ofr-s pairs.

In order for exactlyi X-Y pairs to occur; X, residues must be drawn from a possible
residues of typeX to match: Y, residues drawn from a possible residues of typ&”. This
situation can be modeled with a simple hypergeometric iigion:

(05
()

The expected value can be calculated from this distribution

PXY|7’S (Z) =

E(XY]|rs) = 2.

oy

2) Positional null model for sequence pairs. We first define thepositional residue frequency
x; as the number of residues of typ€ occupying thet-th position of all sequences in the
dataset. If all sequences in a dataset are the same lengthalihpositions will have the same
total number of residues of all types, which is also the nundfesequences in the dataset. If
different lengths are represented in the dataset, it isgsacg to normalizeé to be within an
appropriate rangél, (], to approximate an average or predetermined sequencehlendt

[(tops — 0.5)

[ obs

t:[ —|7

wheret,s € {1,2,3, -+, 1} IS the actual position of the residue within its sequerigg,is

the actual length of the sequence, represents the ceiling function, equal to the lowest intege
greater than or equal t@, and the 0.5 factor is a correction for continuity to roundhe next
integer. This ensures that< ¢ < [, no residues are removed from the model by truncation, and

each positiort will be represented by nearly the same number of residues.

In order to calculate position-dependent sequence prdps)swe use permutation within

each position in a sequeneg@th replacement across all sequences. Although all of the other
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null models in this study rely on permutation without re@aent, such permutation would
be complex for this null model. Since this model is based otas#ds of multiple sequences
instead of individual sequences, the approximation of $agpvithout replacement will not be

problematic as long as a large enough sample of sequencesds u

The probability that anX'Y & pattern appears at positianis O if ¢ > [ — k, because aiX'Y'k
pattern at that position would span across the end of a sequeinlength/. Otherwise, the
probability of an XYk pattern at positiort is the probability of a residue of typ& being
placed at positiom multiplied by the probability of a residue of tygé being placed at position
t+ k:

P(X,Y |k, t) = 2— : z:

wherez; is the number of residues of typ€ in positiont on all sequences;; is the number
of residues of typ&” in positiont, andn, is the number of all residues of all types in position
t. This null model can be represented as a binomial distebuytsuch that the probability aof
XYk patterns at position in the dataset is:
- n i ni—i
Pavig(i) = () BCCY IR 00 = POE YR

and the expected value is:

E[f(X,Y |k, t)] = n, - P(X, Y|k, ).

If instead we are interested in the dataset-wide probglwfitan XYk pattern at any arbitrary
position of the sequence, we must calculate the averad¥ ®fY |k, t) over all[ — k possible

positions:

o

1—
1
1

t

This null model can similarly be represented as a binomiatrithution with probability

distribution function:

Pavald) = (nk) PX, Y [k)[1 = P(X, Y [k)]",
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where n;, is the number of all pairs of all residue typésresidues apart in the dataset. The

expected value is then:

Unlike the situation where only one positions concerned, this distribution represents the sum
of dependent Bernoulli variables. Methods of accountingtifiis dependence can be found in
Robin et al. [4].
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